Canopy Density Model: A New ALS-Derived Product to Generate Multilayer Crown Cover Maps
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Abstract—The canopy density model (CDM), a new product interpolated from airborne laser scanner (ALS) data and dedicated to forest structure characterization is presented. It exploits both the multiecho capability of the ALS and a nonparametric density estimation technique called kernel density estimators (KDEs). The CDM is used to delineate the outermost perimeter of vegetation features and to compute forest crown cover (CrCo). Contrary to other works that focus on single-layer forest canopies, CrCo is derived here for each layer, namely, the overstory, the understory, and ground vegetation. The root-mean-square error of prediction determined by using field data acquired over 44 forest stands in a forest in Portugal allows the testing of the reliability of the method: It ranges from 6.21% (overstory) to 13.76% (ground vegetation). In addition, we investigate the ability of the CDM to map the CrCo for individual trees. Finally, two existing methods have been applied to our study site in order to assess improvements, advantages, and drawbacks of our approach.
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I. INTRODUCTION

There is a growing need to produce maps representing the 3-D structure of vegetation at different time and spatial scales for long-term monitoring of forest ecosystems [1]. It implies a separate characterization of each vegetation layer, namely the overstory, the understory, and the ground vegetation. The overstory corresponds to the upper canopy (dominant, codominant and subdominant trees), whereas the understory (suppressed trees, young trees, and tall shrubs) generally grows in the shade of the overstory. Finally, the ground vegetation is located immediately above the soil and consists of small shrubs and herbaceous plants. Vegetation cover, i.e., the proportion of the forest floor covered by the vertical projection of tree crowns, is an important biophysical variable widely used to assess vegetation density, volume, and spatial distribution. Indeed, it is an input for a variety of process-based ecological and biochemical models to assess microclimate [2], wildlife habitat quality and biodiversity [3]–[5], carbon storage [6], [7], energy exchange, and evapotranspiration [8], [9]. Moreover, it plays an important role in classifying stand structure and determining fuel distribution, which both impact fire behavior [10]–[13]. Determining vegetation cover with conventional field techniques is expensive and time-consuming [14]. As a result, several remote sensing techniques have been investigated to map it. For instance, Carlson and Ripley [15] and Schlerf and Atzberger [16] studied various biomes with optical imagery. The implementation of such techniques on multilayered forests is nevertheless limited because they are unable to stratify vertical structures [1], [7]. A significant breakthrough has been made with the emergence of small-footprint airborne laser scanners (ALSs) that allow vertical stratification of forest ecosystems [17], [18]. They are an active remote sensing technique: A laser rangefinder on board a moving platform measures the distance to the Earth surface. The area illuminated by the laser beam, which is called the footprint, and usually ranges from 0.2 to 0.8 m in diameter [19]. The telescope, which is aligned with the laser, receives several echoes per pulse, which are converted into 3-D coordinates in the form of a point cloud. Therefore, this technique offers a unique capability to estimate vegetation cover for a single layer as the laser beams penetrate the vertical structure of the forest [11].

The forest vegetation cover can be described by means of various biophysical variables that describe the spatial pattern formed by the plant material and the vegetation gaps using different levels of detail [20], [21]. In this paper, we only investigate the crown cover (CrCo) defined as the total vertical
projection area of the tree crowns divided by the horizontal area of observation unit that the trees are growing on [22]. Overlapping crowns are not counted twice, and the crown area is defined by the outermost perimeter (envelope) of the crowns including within crown gaps.

Two methods have been used to extract CrCo from ALS data: the proportion-based method (PBM) and the grid-based method (GBM). In the first case, appropriate metrics allow to correlate CrCo to the fraction of echoes reflected within a given layer. Several metrics have been published in the literature [21], [23]–[25]. It is the most popular method because it is simple to implement and robust: It has already proved to be effective on many study sites. However, it computes CrCo at a coarse resolution, and results are biased if the plots do not stand vertically below the flight line. Such biases can be readily explained by an increase in the apparent canopy density when vegetation is measured at viewing angles greater than 14°. Therefore, the PBM does not take full advantage of the ALS ability to characterize forest structure. For instance, greater scanning angles may reduced the occultation of underneath vegetation by topmost vegetation and provide additional information [26]. Therefore, when applied to ALS surveys performed with spaced flight lines and wide scanning angles, for instance if cost issues are critical, such an approach may provide CrCo maps with variable accuracy according to the distance to the nearest flight line [27].

In GBMs, the echoes are projected on a binary grid with a certain resolution [28]. CrCo is computed as the number of cells containing data divided by the number of empty ones. Alternatively, Lee and Lucas [29] projected the ALS echoes on a high-resolution voxel grid. Then, CrCo is related to the relative penetration of lidar pulses into the canopy, which is assessed by means of the height-scaled crown openness index (HSCOI) expressed as a percentage. HSCOI calculates the echo distribution within each column of the grid cell. Near-zero values correspond to low penetration, i.e., dense vegetation. The success of GBM highly depends on the grid resolution: A coarse resolution does not preserve the sharp edges of vegetation, overestimating the crown areas and, consequently, CrCo, and a fine resolution usually leads to an understimation because the ALS point cloud provides an irregular vegetation sampling, i.e., many cells located within the outermost perimeter of the crowns are empty. The method may be improved by applying an image processing operation such as smoothing. Empty cells surrounded by cells with data are assumed to bound crowns. For instance, Lee and Lucas [29] analyzed the \( n \) nearest neighbors of each empty cell to locate the outmost perimeter of the crowns. Morphological operators such as closing and opening [30] can be applied to binary images [21], [28]. However, contrary to the PBM, the GBM lacks robustness due to variability in the ALS pulse density. Vegetation features are measured at different spatial sampling rates so that the size of the smoothing filter should be optimized [21]. No automatic approach has been proposed so far to adapt the filter size to the pulse density. It is either tuned manually or calibrated using field data.

In this paper, we present a new tool to characterize forest structure called canopy density model (CDM). It is a smooth vegetation density surface determined from ALS echoes using kernel density estimators (KDEs). The CDM approach is unbiased with respect to the scanning angle, which allows keeping all of the ALS measurements. Contrary to existing methods dedicated to interpolate canopy cover maps from ALS measurements, the degree of smoothness is automatically defined as a function of the ALS spatial sampling rate variability. The reliability of such normalized CDM is assessed in terms of CrCo estimates. We first present the experimental data (see Section II). Then, we introduce the KDE theory (see Section III-B) that allows deriving the CDM (see Section III-C). Next, CrCo is computed both from the CDM and existing methods (see Sections III-D and III-E). The reliability of all these methods is compared and discussed in Section IV.

II. EXPERIMENT

A. Study Area

The study area, which totals 9 km\(^2\) and rises from 70 to 220 m, is located near the city of Águeda in northwest Portugal (40°36’ N, 8°25’ W). It is a woodland, predominantly composed of eucalyptus (Eucalyptus globulus Labill.), with some stands of maritime pine (Pinus pinaster Ait.), shrubands, and agricultural fields. It is characterized by a well-developed understory, typical in Mediterranean forests, as well as vigorous shrubby vegetation. The lowermost layer mainly contains suppressed trees (eucalyptus, maritime pine, acacia, and oak), gorse bush (Ulex spp.), heath (Erica spp.), carquesia (Pterospartum spp.), gum cistus (Cistus spp.), blackberry (Rubuss spp.), broom (Cytisus spp.), ferns, and herbaceous plants.

B. Field Data Collection

A forest inventory was specifically carried out over our study site for result validation purposes. The measurements were collected according to a field protocol set up by the Portuguese National Forest Inventory [31]. Forty-seven plots were identified for systematic sampling [32]. However, three of them were discarded due to the difficulty in accessing them; thus, in total, 44 plots have been studied: 42 with eucalyptus and 2 with maritime pines (plots #100 and #200, see Fig. 1). Each plot consists of two nested circles, an outer one (400 m\(^2\)) and an inner one (200 m\(^2\)), bounded using a distance measurer.

A stand is defined as a uniform plant community in terms of species, age, and spatial arrangement [33]: Because the forest belongs to many landowners, a plot may contain more than one stand. In such a case, only the stand located in the center of the plot is described. To refine the forest boundaries, all the trees in the outer circle were numbered using a marker pen.

The individual trees (within the inner circle) and the forest layers (within the outer circle) have been carefully studied [34]. All individual trees higher than 2 m were characterized by means of their diameter at breast height (DBH), the tree height (TH), and their crown base height. DBH was measured using a caliper, and TH was measured using a telescopic stick or a Vertex hypsometer. Vertical stratification of the forest layers is appraised in terms of height: Seven classes have been defined (0–0.6, 0.6–1, 1–2, 2–4, 4–8, 8–16, and >16 m), which can
be aggregated in situ to better describe the vegetation strata. In practice, the forest plots include a maximum of three layers that we named overstory, understory, and ground vegetation (see Table I). For each class, the CrCo, the relative dominance (species composition expressed as a percentage), and the vegetation mean height were assessed. To reduce the inherent subjectivity of a visual determination, the Portuguese manual adopted in this paper for forest inventory suggests that CrCo should be estimated by two field operators. If their appraisal is similar, they record the average value; otherwise, they shall reach an agreement.

The geolocation of information collected by forest inventory is usually less accurate than that of ALS systems. To improve it, a local geodetic network made of 41 pairs of GPS-derived points was built on the same map projection as the ALS data (see Fig. 1). All stand centers, as well as the tree positions within the outer circle, were surveyed using a tachymeter [35]. Finally, the data were integrated into a single 3-D geometry. More details of this experiment can be found in Gonçalves and Pereira [35] and Ferraz et al. [32].

C. Characterization of the Stands

The eucalyptus stands are from 1 to 13 years old, younger than the two maritime pine stands that are 30 and 60 years old. We distinguished 12 juvenile stands (1–4 years) and 32 mature stands (> 4 years). The latter may display three layers (ground vegetation, understory, and overstory), whereas the former usually display two layers (ground vegetation and overstory) or ground vegetation only (#9 and #34). In total, we identified 118 layers in the 44 forest stands: 44 ground vegetation, 32 understory, 10 juvenile overstory, and 32 mature overstory. Table II provides their characteristics. In Mediterranean forests, CrCo is quite variable: The overstory is generally fairly sparse, whereas the understory is well developed. The ground vegetation, which can reach up to 1.3 m high, is the densest layer. It often receives direct sunlight because many stands within the study area are crossed by roads or cleared [32]. On the contrary, many stands have little understory or ground vegetation because the owners removed the undergrowth.

D. ALS Data

A plane equipped with a global positioning system/inertial measurement unit (GPS/IMU) device flew over the study area on July 14, 2008 (see Fig. 1). Lidar data were acquired along predetermined flight lines using a full-waveform ALS (LiteMapper 5600) with a scanning angle of ±22.5°. Note that this angle is larger than those reported in forest studies [26]. For that reason, we have split the ALS echoes in two groups.

TABLE I
BIOPHYSICAL CHARACTERISTICS OF STAND #30

<table>
<thead>
<tr>
<th>Height class (m)</th>
<th>Layer</th>
<th>Species</th>
<th>% dominance</th>
<th>( \bar{h} ) (m)</th>
<th>CrCo (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 – 2</td>
<td>Ground vegetation</td>
<td>Ferns Ulex</td>
<td>95</td>
<td>1.2</td>
<td>50</td>
</tr>
<tr>
<td>2 – 8</td>
<td>Understory</td>
<td>Acacia Pinus</td>
<td>70</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>&gt; 8</td>
<td>Overstory</td>
<td>Eucalyptus</td>
<td>100</td>
<td>21.2</td>
<td>20</td>
</tr>
</tbody>
</table>
corresponding to angles lower and higher than 14°. The combination of the scanning angle with the aboveground flight height determined the scanning swath (see Table III). Adjacent laser strips overlapped to guarantee wall-to-wall coverage. The GPS/IMU measurements were corrected by analyzing overlapping strips from the cross-strips (see Fig. 1). Detailed information about strip adjustment, geo-spatial data correction, and removal of systematic errors can be found in [35].

The operator of the lidar system supplied a point cloud obtained by processing the full-waveform data [36]. Each pulse gave rise to one to five echoes that were classified into first, last, intermediate, and single echoes. Ground and vegetation echoes were separated using TerraScan [37] to produce a Delaunay triangulation representing the digital terrain model (DTM). Then, the point cloud was normalized to calculate the actual height of the objects in the scene. Note that the points identified as ground were kept in the data set.

The expected pulse density (epd), i.e., the average number of emitted laser pulses per square meter, is a standard metric used in ALS surveys. It depends on the acquisition parameters and allows qualifying and comparing different data sets. The epd should determine the spatial sampling rate at which ALS measures the forest structure, but in reality, it differs from that specified in the project [38]. Fig. 1 shows the epd map over the study area: The variability may be explained by the difficulty to fly along evenly spaced lines, by the scanning pattern, or by the number of overlapping strips. For instance, if the overlapping is high (70%), linear patterns are present in the image. Moreover, we kept cross-strip measurements, which highly increase the variability. On average, epd = 9.9 pulse/m². In Section III-C1, we introduce the observed pulse density (opd), a variable intended to measure the actual pulse density locally.

### III. METHODS

This section is divided as follows. First, we describe the method developed by Ferraz et al. [32], which consists of extracting three forest canopy layers (overstory, understory, and ground vegetation) and delineating individual plant crowns. Note that the CDM-based method applies to each forest layer beforehand computed by this approach. Next, we introduce the kernel density estimation (KDE) theory, the main product of which is the CDM described in Section III-C. The way the CrCo is delineated from the CDM is detailed in Section III-D.

#### A. Single-Layer Extraction

Ferraz et al. [32] published the adaptive mean shift (AMS 3D) algorithm that segments ALS point clouds into individual crowns within single layers. The main results of their work are summarized here. When applied to the point cloud, the algorithm produces 3-D segments that correspond to individual vegetation features such as shrubs or tree crowns. Those segments are assigned to a given forest layer (see Fig. 2). Forest stratification has been validated over the 44 forest stands described in Section II-C. As for the mature overstory, the AMS 3D algorithm could extract 486 trees out of 701 (69.3% success rate). This rate actually depends on crown dominance: It equals 98.6%, 85.2%, 61.4%, and 12.8% for dominant, codominant, dominated, and suppressed eucalyptus, respectively, and 92.3% for pine trees. The mean height of juvenile overstory, understory, and ground vegetation was validated at the forest stand level. The method generated 6.8%, 15.6%, and 20% of outliers, respectively. The mean height of the remaining forest stands was extracted with a RMSE of 0.31, 0.96, and 0.15 m for juvenile overstory, understory, and ground vegetation. Finally, all the points classified as ground were assigned to the ground vegetation layer. In this paper, echoes lower than 0.1 m are considered as ground points. This threshold, which corresponds...
FERRAZ et al. defined in a d-dimensional space \( \mathbb{R}^d \) [35]. This method relies on a single parameter, i.e., the kernel size, which is also called bandwidth and the choice of which is critical because it strongly impacts on the results. To limit such effects, we applied variable bandwidths that are suited to accounting for the local characteristics of the distribution. They proved to perform better than fixed bandwidths in many cases [40]. In the following, we describe a variable bandwidth approach based on the estimation of the sample point density [41]. Let \( X_i \in \mathbb{R}^d (i = 1, \ldots, n) \) be a point distribution with an unknown density. The shape of the pdf on a given point \( X \in X_i \) according to the KDE is computed as

\[
\text{pdf}_{k,h(X_i)}(X) = \frac{1}{n \times h(X_i)^d} \sum_{i=1}^{n} k(X, X_i, h(X_i)) \times w(X_i)
\]

(1)

where \( n \) is the number of samples, \( h(X_i) \) is the bandwidth, \( k(\cdot) \) is the kernel profile, and \( w(\cdot) \) is a weight function. A range of kernel profiles, such as the Laplacian, can be applied as follows:

\[
k(X, X_i, h(X_i)) = \frac{1}{2h(X_i)} \exp \left(-\frac{\|X - X_i\|}{h(X_i)}\right).
\]

(2)

The kernel profile is a radially symmetric function with the integral equal to 1. The contribution of the points to the pdf depends on their distance from the kernel center. Regardless of the kernel profile selected, the value of (1) increases with the number of points that are close to the kernel center. The bandwidth controls the extent of the kernel profile: Data points located at a distance from the kernel center higher than \( h(X_i) \) have no or little influence on the pdf shape. Finally, \( w(\cdot) \) is an adjustable weight function that controls the weight of each data point into the pdf. It neither depends on the distance from the kernel center nor on the bandwidth. Moreover, it is not part of the original definition of a KDE; therefore, it is optional.

Fig. 3(a) shows the pdf of a random distribution defined in \( \mathbb{R} \) and computed according to (1) using the Laplacian kernel profile defined by (2), with \( h(X_i) = 1 \) m and \( w(X_i) = 1 \) for all \( X_i \). In practice, the kernel is shifted along the space in order to calculate the density estimation for any location. The resulting pdf is a continuous function, the local maxima of which correspond to high point density. Naturally, the choice of the KDE parameters has an effect on the pdf. We will focus on the bandwidth that has a higher impact than the kernel profile [42]–[44]. Fig. 3(a) and (b) shows that larger bandwidths spread the influence of the distribution points. Therefore, the bandwidth may be viewed as a scale parameter that defines the smoothness of the density estimation. As for the weight function, it controls the influence of the distribution points in the pdf; therefore, its choice depends on the application. For example, if the distribution contains outliers, one can minimize their influence on the pdf by assigning them a low weight.

C. CDMs

The KDE transforms discrete measurements into continuous smooth surfaces that represent spatial density variability. It has been used to identify animal home range and movement path [45], [46], analyze historical forest fire occurrence pattern [47] or seismic risk [48], visualize urban crime cluster [49], and identify road accident hotspots [50]. Here, it is tested for the first time on ALS data. Since our method deals with single layers, for the sake of clarity, the echoes \( X_i \) are divided into subsets \( X_{p,l,j} \subset X_i \) extracted by the AMS 3D method: \( p = 1, \ldots, 44 \).
corresponds to the 44 forest stands, \( l = \{ \text{os, us, gv, gr} \} \) refers to the forest stand layer (overstory, understory, ground vegetation, and ground), and \( j = 1, \ldots, m_l \) represents the ALS echoes. Our method applies to \( \mathbb{R}^2 \); thus, \( X_{p,l,j} = (x_{p,l,j}, y_{p,l,j}) \in \mathbb{R}^2 \) are the planimetric coordinates of the ALS echoes. The CDM of a single layer is defined as

\[
\operatorname{CDM}(X) = \text{pdf}_{L,h}(X_{p,l,j}) = \frac{1}{m \times h(X_{p,l,j})^2} \times \frac{1}{2 \times h(X_{p,l,j})} \times \sum_{i=1}^{n} w(X_{p,l,j}) \times \exp \left( -\frac{\|X - X_{p,l,j}\|}{h(X_{p,l,j})} \right). 
\]

(3)

This equation follows from (1) by setting \( d = 2 \), where \( L \) stands for the Laplacian kernel function. As a result, the CDM is a pdf dedicated to computing the probabilistic models of vegetation density. It maps the spatial density variability by means of a smooth surface, the contours of which follow the ALS echo pattern. Fig. 3(c) and (d) shows the CDM that have been normalized by scaling between 0 and 1. They correspond to a simulated ALS echo distribution computed according to (3) with \( h(X_{p,l,j}) = 1 \) m and \( w(X_{p,l,j}) = 1 \) for all \( X_{p,l,j} \). Therefore, a higher probability of vegetation occurrence is assigned to areas with higher echo densities. In the following, we will specify a variable bandwidth and a weight function both dedicated to compute single-layer CDM using ALS point clouds.

1) Automatic Kernel Bandwidth Selection: The CDM can be similarly implemented, but its effectiveness in producing reliable results is intricately linked to the selection of the bandwidth, which remains a scientific issue [51]. In our case, the pulse density variability and the occlusion effect introduced by the topmost vegetation should size the bandwidth [see Fig. 1(b)]. These two factors may cause either undersampling or oversampling of similar vegetation features depending on their spatial position or the forest vertical structure. It is likely that low vegetation growing under a dense overstory be undersampled [52], [53]. We consequently designed a variable bandwidth depending on the local pulse density and the forest layer of interest, i.e.,

\[
h(X_{p,l,j}) = h^* \times h^n(X_{p,l,j})
\]

(4)

where \( h^* \) is a default bandwidth, and \( h^n(X_{p,l,j}) \) is a normalization factor driving the variable bandwidth settings. In this paper, the default bandwidth has been set to the nominal ALS pulse footprint \( h^* = 0.3 \) m. Note that, although it was tuned empirically, this value is well suited to our experiment. The normalization factor is written as

\[
h^n(X_{p,l,j}) = \frac{\text{epd}}{\text{opd}(X_{p,l,j})}
\]

(5)

where \( \text{epd} = 9.9 \) pulse/m\(^2\), and the \( \text{opd} \) is calculated by

\[
\text{opd}(X_{p,b,j}) = \frac{\sum_{l=b}^{\text{gr}} |X_{\text{single},p,l,j}| + \sum_{l=b}^{\text{gr}} |X_{\text{first},p,l,j}|}{A_p}
\]

(6)

for a given layer \( b \in l \), \( |\cdot| \) refers to the cardinality of a set, single and first stand for single and first echoes (see Section II-D),

Fig. 3. Examples of a pdf in (a) and (b) \( \mathbb{R} \) and (c) and (d) \( \mathbb{R}^2 \). The bandwidth is set to 2 m in (b) and to 1 m in the other images. In (a) and (b), the point distribution, the Laplacian kernel profiles, and the pdf are represented by black dots, blue dashed lines, and a red line, respectively. (c) and (d) show a normalized pdf from a different point of view. The black dashed line in (a), (b), and (d) corresponds to a density contour used for CrCo estimates.
and $A_{p}$ is the area of the forest stand $p$. Note that the numerator in (6) accounts for the echoes assigned to the layer $b$, as well as those underneath including the ground. Contrary to opd, which is a theoretical value, opd measures the actual pulse density. One can assess the occlusion effect due to the overstory with (6). Its impact on the sampling of the understory can be estimated by setting both $b = os$ and $b = us$. According to (6), the lack of single or first echoes that would suggest a lack of understory do not have an impact on the estimation of the occlusion because the ALS pulses are supposed to hit either the ground vegetation or the ground.

We are well aware that equaling the spatial sampling rate of each layer to opd is an approximation. The reality might be different because the opd only considers single and first echoes, whereas the last and intermediate echoes increase the spatial sampling rate. In fact, the latter represent about 21% and 15% of the total number of echoes of ground vegetation and understory, respectively.

2) Weight Function: The weight function aims at quantifying the influence of the echo position on the CDM. Low weights are assigned to echoes coming from crown boundaries, whereas high weights are assigned to echoes coming from the inside. The weight function aims at preventing a horizontal expansion of vegetation and at preserving the edges. To decide which echoes belong to the crowns or to their boundaries, we defined a function called $\text{vote}(X_{p,l,j})$ that draws a circle centered in $X_{p,l,j}$ with radius $h(X_{p,l,j})$ [see (4)]. This circle is divided in four quadrants $Q_{t}$ ($t = 1, \ldots, 4$). If $X_{p,l,j}$ has no neighbor, $\text{vote}(X_{p,l,j}) = 1$; if all the neighbors of $X_{p,l,j}$ lay in a single quadrant, $\text{vote}(X_{p,l,j}) = 2$; and if $X_{p,l,j}$ has neighbors in two, three, or four quadrants, then $\text{vote}(X_{p,l,j})$ equals 3, 4, or 5. The weight function is defined by

$$w(X_{p,l,j}) = \frac{\text{vote}(X_{p,l,j})}{5}, \quad \text{vote}(X_{p,l,j}) = \sum_{T=1}^{IV} (X_{p,l,j}) (7)$$

where $\chi_{Q_{t}}$ is the indicator function corresponding to the quadrant $Q_{t}$.

$$\chi_{Q_{t}}(X_{p,l,j}) := \begin{cases} 1 \text{ if } \exists X_{r,l,r} : \|X_{p,l,r} - X_{p,l,j}\| \leq h(X_{p,l,j}) \land X_{p,l,r} \in Q_{t} \\ 0 \text{ otherwise.} \end{cases} (8)$$

Therefore, the weight of echoes regularly distributed in their neighborhood is higher than that of isolated or boundary echoes.

D. CrCo Maps

CDMs are used to delineate the outermost perimeter of vegetation features in order to compute CrCo maps. The latter are drawn as a function of a VDT: the areas where $\text{CrCo} > \text{VDT}$ are assumed covered by vegetation. As the KDE is a nonparametric technique that does not make any assumption about the shape of vegetation features, the contours of CrCo maps follow the pattern of the ALS measurements [see Fig. 4(a) and (b)]. In our case, however, a constant VDT is not adapted for two reasons. First, the CDM are computed using variable bandwidths that produce variable probability density values [see vertical axes in Fig. 3(a) and (b)] because each kernel function has integral equal to 1 (see Section III-A). Second, the magnitude of the probability density values also depends on the number of echoes assigned to each forest layer [see $m$ in (3)]. Therefore, to avoid discontinuities between adjacent areas and properly compare different CrCo maps, we calculate a normalized VDT so that isolated ALS echoes, which are meaningless in terms of forest characterization, do not contribute to the CrCo map. Such an assumption may also remove outliers. The normalized VDT is then written as

$$\text{VDT}_{L,h}(X_{p,l,j}) = \frac{1}{m} \times h(X_{p,l,j})^2 \times \frac{1}{2} \times h(X_{p,l,j}) \times \frac{1}{5}$$

which is derived from (3) for an isolated point, i.e., by setting $w(X_{j}) = 1/5$ and $\|X - X_{j}\| = 0$ m. The dashed lines in Fig. 3(a) and (b) show an example of a VDT. Finally, a CrCo map is a binary mask delineated on the CDM according to

$$\forall X \in \mathbb{R}^{2}, \text{CDM}(X) \geq \text{VDT}_{k,h}(X_{p,l,j}). \quad (10)$$

E. Result Assessment

We implemented the computation of single-layer CrCo maps (ground vegetation, understory, and overstory) in MATLAB and compared the results of our method with in situ measurements. The relationship is evaluated using a linear regression that beforehand identifies outliers [54]. In addition, we implemented two approaches described in Section III-E1: the PBM and the smallest enclosing ellipse (SEE) approach. On one hand, the reliability of our approach in estimating single-layer CrCo can be compared with existing methods. On the other hand, this cross comparison allows assessing the reliability of the field CrCo measurements, the accuracy of which is unknown (see Section II). For instance, it is recognized that the PBM (see Section I) is suitable for estimating the CrCo of the overstory layer. As a result, as far as this layer is concerned, a strong relationship between field- and PBM-estimated CrCo ensures the reliability of the field-based method.

1) State-of-the-Art Methods for CrCo Estimation: The reliability of the CDM-based method to estimate CrCo is assessed both at stand and individual crown levels [see Fig. 4(a) and (b)]. In the first case, CrCo maps result from ALS echoes assigned beforehand to single layers (AMS 3D method, see Section III-A). Hereafter, this approach is simply called CDM. In the second case, CrCo maps result from ALS echoes corresponding to individual crowns also provided by the AMS 3D method (ellipsoids in Fig. 2, Section III-A). Hereafter, this approach is called IC-CDM for individual-crown CDM. Individual crowns have been merged to compare with field measurements, which have been carried out at the stand level. This avoids double-counting overlapping crowns. Note that the weights [see (7)] and VDT [see (9)] functions vary as a function of individual tree crown characteristics, whereas the variable bandwidth is computed at the forest stand level [see (5) and (6)].
In the following, we describe two state-of-the-art approaches to compute CrCo at the single layer and individual crown levels [see Fig. 4(c) and (d)]. The first one is a PBM, and the second one models individual crowns by means of the SEE algorithm. In the PBM, we adopt two different metrics. The first echo cover index (FCI) is used for the overstory and understory, i.e., [21]

$$0 \leq \text{PRM}^{\text{FCI}}(X_{p,b,j}) = \frac{|X_{\text{single}}_{p,b,j}|}{\sum_{l=b} |X_{\text{single}}_{p,l,j}|} + \frac{|X_{\text{first}}_{p,b,j}|}{\sum_{l=b} |X_{\text{first}}_{p,l,j}|} \leq 1$$

(11)

with either $b = \text{os}$ or $b = \text{us}$. The understory lidar cover density (ULCD) is used for ground vegetation [25], i.e.,

$$0 \leq \text{PRM}^{\text{ULCD}}(X_{p,b,j}) = \frac{|X_{p,b,j}|}{\sum_{l=b} |X_{p,l,j}|} \leq 1$$

(12)

with $b = \text{gv}$. In order to get unbiased results, only narrow ALS echoes colored in blue in Fig. 4(c) were used in (11) and (12). They correspond to scanning angles smaller than $14^\circ$, a value which agrees with Korhonen et al. [21] and Wing et al. [25].
Equations (11) and (12) were the most reliable PBM metrics to compute CrCo of a single layer. They have been chosen out of many others reported in the literature [21], [23]–[25]. It is worth mentioning that the ULCD published by Wing et al. [25] applied to ALS points ranging from 0.25 to 1.45 m high. Thus, the layer named understory in that work corresponds to our ground vegetation (see Table II). Moreover, these authors applied a criterion based on the intensity of the ALS echoes to remove hits issued from unwanted features, such as nonvegetated items (rocks) or herbaceous plants. Here, we could not apply this technique because field measurements of CrCo also included herbaceous plants. Moreover, echoes displaying high intensity values may correspond to small shrub stems that are useful to characterize the layer in terms of CrCo [55].

In the SEE approach [see Fig. 4(d)], tree crowns were modeled by the perimeter of the smallest ellipse enclosing the echoes corresponding to individual crowns provided by the AMS 3D method (ellipsoids in Fig. 2, see Section III-A). Note that the IC-CDM and SEE approaches have not been used to model individual crowns in the ground vegetation layer. Indeed, the results would be biased because the AMS 3D method clusters the echoes corresponding to individual crowns together with ground echoes [32].

2) Forest Stand Delineation: While the CDM computed for this study are 400-m² circular regions, the field-based estimates correspond to areas that may display different shapes and sizes. In fact, if a forest plot includes more than one forest stand, only that located in the center of the plot is characterized (see Section II-B). To properly compare field- and CDM-derived CrCo estimates, the CDM are segmented using a mask, which is defined as a convex hull computed from the planimetric coordinates of the trees that had been surveyed. Moreover, a buffer zone with a radius of 1 m was drawn around the convex hull edges and included to the mask. Note that the PBM metrics are only computed using the ALS echoes within that mask.

### IV. RESULTS AND DISCUSSION

#### A. CDMs

The CDMs were calculated for 118 layers: 44 ground vegetation, 32 understory, 10 juvenile overstory, and 32 mature overstory. Considering the variation of opd, we applied bandwidths ranging from 0.15 to 0.47 m (see Table IV). Fig. 5(a) and (b) shows the CDM of ground vegetation in stands #2 and #22, for which opd equals 9.1 and 15.5 pulses/m², respectively. The corresponding bandwidths are $h(X_{2,gv,j}) = 0.32$ m and $h(X_{22,gv,j}) = 0.19$ m. It follows that large bandwidths applied to undersampled layers produce smooth CDM [see Fig. 5(a)], whereas small bandwidths applied to oversampled layers produce rougher CDM [see Fig. 5(b)]. Its shape is also driven by the weight function: Isolated or edge echoes have less influence on the CDM than the others. As a result, the “horizontal expansion” of vegetation promoted by larger bandwidths is not uniformly distributed along the forest stands, which allows preserving the sharp edges of the vegetation cover. Fig. 5(a) clearly shows that the features of the forest track that crosses stand #2 are conserved.

Occlusion impacts on the spatial sampling rate at which single layers are measured: One expects that the ground vegetation be undersampled compared with the overstory [52], [56], [57]. Fig. 5(c) and (d) shows the overstory and ground vegetation of stand #12. They have been measured at different spatial sampling rates: opd = 13.3 pulses/m², and opd = 7.6 pulses/m², respectively. Therefore, the bandwidths are set to $h(X_{12,ov,j}) = 0.22$ m and $h(X_{12,gv,j}) = 0.39$ m. Applying a variable bandwidth favors ground vegetation echoes to the detriment of overstory echoes and counterbalances occlusion effects. Limits of that compensation for occlusion are discussed in Section IV-B1.

Results obtained for individual crowns (IC-CDM) are very similar to those obtained for stand level layers (CDM). The latter method provides a higher vegetation density when there are adjacent crowns that are often connected by ishmuses [see Fig. 4(a)], whereas they remain well separated with the first method [see Fig. 4(b)]. The higher estimates produced by the CDM is actually driven by the weight function. Many ALS echoes considered boundary in the IC-CDM can have addition neighbors from close crowns in the CDM.

#### B. Single-Layer CrCo

1) Stand Level: The estimation of CrCo with CDM is very satisfactory, both for the mature and juvenile overstory (RMSE = 9.11% and RMSE = 8.54%, respectively) [see Fig. 6(a)]. The correlation is better for juvenile trees ($R^2 = 0.85$ versus $R^2 = 0.66$), but the outliers are far more numerous (20% versus 6.3%, Table V). The PBM is quite similar in terms of accuracy (RMSE = 9.18% versus 8.37%) [see Fig. 6(c)]. After the outliers are removed, the CrCo accuracy is similar to that reported in Korhonen et al. [21] who applied the same metric to Finnish boreal forests (RMSE = 7%). This result ensures the quality of the field-based CrCo measurements since the PBM is considered a robust approach over different ecosystems. Moreover, it indicates that the CDM-based approach can deal with ALS pulse density heterogeneity, similar to the PBM. It is unbiased regarding the pulse angle variability. Finally, it is worth noticing that both approaches are able to determine

### TABLE IV

<table>
<thead>
<tr>
<th>Observed Pulse Cloud Density (OPD, pulse/m²) and Variable-Bandwidth ($h(X_{p,l,j})$, m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>Mature overstory</td>
</tr>
<tr>
<td>Juvenile overstory</td>
</tr>
<tr>
<td>Understory</td>
</tr>
<tr>
<td>Ground vegetation</td>
</tr>
</tbody>
</table>
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the overstory CrCo in spite of the high rate of unidentified trees: 0.7%, 7.4%, 34.3%, and 85.5% of the total number of dominant, codominant, dominated, and suppressed eucalyptus trees are not represented in the point cloud. As for the pines, the proportion of unidentified trees only equals 2.9% [32]. This shows that the unidentified trees, which are mainly small trees, have little influence on the forest stand CrCo.

As for the understory, the CDM performs better than the PBM. Both methods generate 12.5% of outliers, but the correlation is higher with the first one ($R^2 = 0.85$ instead of $R^2 = 0.75$). In addition, it reduces the RMSE by about 5% and the CrCo estimation by 3.84% (see Table V). However, the most significant improvement of the CDM approach concerns the ground vegetation layer. The RMSE decreases from 26.6% to 13.8%, and the CrCo is underestimated only by 2.5%, which represents a decrease of 15.9% with regard to the PBM. Both techniques provide high correlation coefficients ($R^2 = 0.84$ and $R^2 = 0.73$, respectively, for CDM and PBM). Two reasons may explain the bad results obtained with the PBM approach. First, the echoes corresponding to scanning angles larger than 14°
have been removed, which represents 38.7% of all the ALS points assigned to the ground vegetation. Second, contrary to the PBM, occlusion caused by the topmost vegetation is counterbalanced by the variable bandwidth in the CDM. Note that such a correction may fail in other sites or using other ALS data sets. For instance, if the topmost vegetation is denser, the underneath vegetation could be either not or poorly observed and our empirical correction would be very limited. In such a case, a more sophisticated approach would be required. Our method could be also coupled with a physical-based model for

**TABLE V**

**LINEAR REGRESSION PARAMETERS ACCORDING TO FIG. 6. NEGATIVE VALUES MEAN UNDERESTIMATION**

<table>
<thead>
<tr>
<th>Layer (n=118)</th>
<th>Outliers (%)</th>
<th>R²</th>
<th>RMSE (%)</th>
<th>Δ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mature overstory</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n=32)</td>
<td>CDM</td>
<td>6.3</td>
<td>0.66</td>
<td>9.11</td>
</tr>
<tr>
<td></td>
<td>PBM</td>
<td>12.5</td>
<td>0.75</td>
<td>9.18</td>
</tr>
<tr>
<td></td>
<td>IC-CDM</td>
<td>9.4</td>
<td>0.73</td>
<td>10.47</td>
</tr>
<tr>
<td></td>
<td>SEE</td>
<td>12.5</td>
<td>0.56</td>
<td>29.81</td>
</tr>
<tr>
<td>Juvenile overstory</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n=10)</td>
<td>CDM</td>
<td>20</td>
<td>0.85</td>
<td>8.54</td>
</tr>
<tr>
<td></td>
<td>PBM</td>
<td>20</td>
<td>0.68</td>
<td>8.37</td>
</tr>
<tr>
<td></td>
<td>IC-CDM</td>
<td>20</td>
<td>0.64</td>
<td>8.71</td>
</tr>
<tr>
<td></td>
<td>SEE</td>
<td>10</td>
<td>0.78</td>
<td>11.5</td>
</tr>
<tr>
<td>Understory</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n=32)</td>
<td>CDM</td>
<td>12.5</td>
<td>0.85</td>
<td>6.21</td>
</tr>
<tr>
<td></td>
<td>PBM</td>
<td>12.5</td>
<td>0.75</td>
<td>10.95</td>
</tr>
<tr>
<td></td>
<td>IC-CDM</td>
<td>9.4</td>
<td>0.74</td>
<td>7.54</td>
</tr>
<tr>
<td></td>
<td>SEE</td>
<td>9.4</td>
<td>0.80</td>
<td>6.47</td>
</tr>
<tr>
<td>Ground Vegetation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n=44)</td>
<td>CDM</td>
<td>9.1</td>
<td>0.84</td>
<td>13.76</td>
</tr>
<tr>
<td></td>
<td>PBM</td>
<td>16.2</td>
<td>0.73</td>
<td>26.6</td>
</tr>
</tbody>
</table>
the compensation of ALS pulse transmission loss [53]. Finally, Wing et al. [25] who applied the PBM metric to a Californian multilayered forest obtained better results. The point cloud generated using a discrete multireturn ALS device was not as dense as ours (6.9 pulses/m², \(\sigma = 5.6 \text{ pulses/m}^2\)), and they removed beforehand echoes assigned to the ground vegetation. Thus, assuming that the vertical structure of forests is similarly described in the two studies, we would not expect that a denser point cloud underestimate so much ground vegetation. We believe that vegetation characteristics strongly impact on the number of recorded echoes. In the Californian forest, this layer is covered by coarse woody debris and prominent stumps, which strongly backscatter the laser beams.

2) Individual Crown Level: The two methods discussed here (IC-CDM and SEE) calculate CrCo at the individual crown level [see Fig. 4(b) and (d)]. As aforementioned, crown-level estimates are summed up at the forest stand level. The RMSE is the same for IC-CDM and CDM. However, the former method tends to underestimate CrCo [see Table V and Fig. 6(a) and (b)]. This was expected because the number of points receiving lower weights is higher in the IC-CDM approach [see (7)]. Indeed, results show that the mature overstory displays the highest biases: Tree crowns are more likely to be in contact in the mature overstory than in the juvenile overstory or the understory. As a result, isthmuses between individual crowns are much more present in the CDM, which increases CrCo estimation [see Fig. 4(b) and (d)]. The CDM produces lower RMSE than the IC-CDM: It agrees with field measurements since field operators estimated CrCo at the forest stand level rather than at the individual crown level (see Section II-B). Still, results indicate that the IC-CDM is a reliable technique to model the outmost perimeter of individual crowns independently of the layer.

As far as the SEE method is concerned, results are highly dependent on the forest layer [see Fig. 6(b)]. The RMSE increases as plants grow: 6.47\%, 11.5\%, and 29.81\% for understory, juvenile overstory, and mature overstory (see Table V). CrCo estimations show a similar trend: \(-0.21\%, 6.19\%, \text{ and } 26.69\%\), respectively. The SEE method produces slightly more accurate results with understory trees, indicating that a parametric approach can correctly model the crown of bushes and juvenile trees. However, it fails with adult trees, which reveals that trees diverge from a conventional geometrical shape during their growth. Due to the canopy tree competition, the crowns within a forest stand display very different shapes and hardly follow a unique geometric pattern. As a result, a nonparametric method such as the IC-CDM is better suited to model individual crowns.

3) Comparison of the Methods: The main advantages and drawbacks of the four methods are summarized in Table VI. Two reasons explain the success of the PBM to estimate CrCo: It is easy to implement and deals quite well with the pulse density variability of the ALS data. It also proved to be effective over different sites. However, in this paper, it was not able to estimate ground vegetation CrCo. Finally, it mapped the CrCo at a coarser spatial resolution.

As far as the overstory and understory are concerned, the CDM approach produced similar results compared with the PBM. It was able to reasonably figure out ground vegetation CrCo. It dealt well with occlusion because it did not discard any ALS measurement due to the variable bandwidth. Finally, CrCo was mapped at a fine spatial resolution. Still, the variable bandwidth settings used in this paper should be validated over other sites and using different ALS data.

The SEE approach is not suited to model adult trees probably because there are too many constrains on the crown shape. In natural conditions, these shapes are highly irregular. Moreover, the computation time is higher compared with the other methods. The SEE method takes about 2 min to compute the CDM for the aforementioned 40 forest stands, whereas the remaining ones about 30 s. On the contrary, the nonparametric IC-CDM approach is better suited to model individual trees. In this case, the outmost perimeter of crowns follows the ALS echo pattern and not a standard geometrical shape.

V. CONCLUSION

We have proposed a new ALS-derived product, i.e., the CDM, dedicated to vegetation density and cover characterization. Its reliability was assessed in terms of estimating the CrCo maps. The latter were outlined from the CDM, assuming that the vegetation density is highest in areas within the outmost perimeter of plant crowns than in areas between crowns. Our nonparametric approach produce realistic CrCo maps where the edges of vegetation follow the ALS echo distribution pattern.

<table>
<thead>
<tr>
<th>Method</th>
<th>Advantages</th>
<th>Drawbacks</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDM</td>
<td>- High spatial resolution</td>
<td>- Variable bandwidth settings need to be validated over other sites</td>
</tr>
<tr>
<td></td>
<td>- Reliable for single layer estimation</td>
<td>- Compensation for the occlusion effect needs to be assessed over forest with denser canopies.</td>
</tr>
<tr>
<td></td>
<td>- Does not discard any ALS measurement</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Takes into account the occlusion effects</td>
<td></td>
</tr>
<tr>
<td>PBM</td>
<td>- Easy to implement</td>
<td>- Poor spatial resolution</td>
</tr>
<tr>
<td></td>
<td>- High skills dealing with the ALS pulse density variability</td>
<td>- Poor results for ground vegetation</td>
</tr>
<tr>
<td></td>
<td>- Proven reliability over different sites</td>
<td>- Discard ALS measurements (scanning angle &gt; 14°)</td>
</tr>
<tr>
<td>IC-CDM</td>
<td>- Able to model crown variability in terms of shape and size</td>
<td>- Variable bandwidth settings need to be validated over other sites</td>
</tr>
<tr>
<td>SEE</td>
<td>- Able to model shrub and juvenile tree crowns</td>
<td>- Unable to deal with crown shape variability</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Higher computational time</td>
</tr>
</tbody>
</table>
Results indicate that the CDM-based approach is robust to the variations in ALS pulse angle and able to deal with the variability in the spatial sampling rate at which the ALS measures a forest. The optimization of the degree of smoothing is still a major issue in the field of surface interpolation from ALS measurements. For instance, the widely used canopy height models (CHMs) have been interpolated using a survey- and application-dependent degree of smoothing. Most so often, a single degree has been applied to the entire study site. In this paper, we have introduced for the first time a multiscale smoothing filter designed to locally accommodate for the pulse density variability, i.e., to the heterogeneity of sampling rate inherent to every ALS survey. Our approach deals well with the sampling rate variability in both directions: horizontal (e.g., due to the number of overlapping strips) and vertical ones (due to the occlusion effect induced by the topmost vegetation). However, a validation over different study sites and using field estimations provided by more reliable techniques is still necessary to assess the robustness and scalability of the method. Indeed, it still unclear whether the default parameters set in this experiment with respect to the variable bandwidth initialization and the density threshold are optimal to apply to other data sets. Nevertheless, similar to other ALS-based methods and techniques, such as the extraction of individual trees from a CHM, calibration of parameters may be needed to apply to different forest types.

Finally, we believe that the CDM can be used jointly with the CHM to improve ALS forestry. In the near future, we intend to investigate the complementarity of both products in segmenting individual trees by applying image processing techniques to a joint feature space.
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