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1. Introduction
The atmospheric water vapor, usually referred to as the integrated water vapor (IWV), is one of the essential climate variables and plays a significant
role in climate change and global warming. Ground-based networks of Global Navigation Satellite System (GNSS) receivers provide observations of
tropospheric delay and integrated water vapor (IWV) for more than 20 years. However, the time series of GNSS-derived IWV have been affected
by abrupt changes (called breakpoints) due to equipment or environmental changes. The homogenization of such series is a crucial step before any
interpretation or analysis [1][2]. For this purpose, segmentation methods are a natural framework. In order to detect correctly these changes, it is
necessary to take into account for the specificities of the data. First, the series show high atmospheric variability. To remove it, we propose to work on
the corrected series with the ERA-interim analysis denoted by ∆IWV . Despite of this correction, a periodic signal remains in the series. Moreover, it
has been observed a non-stationary variance that seems to be month-dependent. Here a new segmentation method is proposed: a change-point detection
in the mean model in which a functional is integrated and the variance is month-dependent. The proposed method is tested on a synthetic dataset of
120 stations created by members of a COST action GNSS4SEC.

2. Model and inference procedure
Model.
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where Et i.i.d. ∼ N (0, σ2
month), T = 365.25 and k = 1, . . . ,K. The parameters to be estimated are the number of breakpoints K − 1, the K − 1

breakpoints T = (tk)k, the K means µ = (µk)k, the variances (σ2
month)month and the coefficients (ai)i and (bi)i.

Inference strategy. For a fixed K, an iterative strategy is proposed. At iteration [h+ 1]:

1. estimate ft on Ỹt = Yt − µ[h]
k , using weighted least-squares with weights 1/σ2,[h]

month

2. estimate T , µ and σ2
month on Ỹt = Yt − f [h]

t as follows: (i) estimate robustly σ2
month based on [4] and (ii) segment the signal using a Dynamic

Programming algorithm [3]

The number of breakpoints or segments K is chosen using three model selection criteria denoted mBIC [5] , ML [6] and BM [7]

3. Application on synthetic data
The developed method is applied on a bench-
mark dataset created by the COST Action
ES1206 (GNSS4SWEC).

Dataset: daily synthetic data of 120 GNSS
stations that include abrupt changes, seasonal
signals (annual, semi-annual, 3 & 4 months)
and a white noise.

Quality criteria:
? K − K̂, the difference between true number
of segments and the estimated one

? RMSE(f) =
[
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}2
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? the two components of the Hausdorff distance
d1(T ?, T̂ ) and d2(T ?, T̂ ) where

d1(a, b) = maxb mina |a− b|

and d2(a, b) = d1(b, a), T ? and T̂ are the true
and estimated breakpoints respectively. A per-
fect segmentation results in both null d1 and d2.

4. Results
K − K̂ RMSE(f) Segmentation with K = 6 (truth)

K_TRUE BM mBIC ML

−2
0

−1
5

−1
0

−5
0

5

K_TRUE BM mBIC ML

0.0
5

0.1
0

0.1
5

0.2
0

0.2
5

Time

Sig
na

l

1995−01−01 2002−11−08 2008−09−21 2011−06−05

−2
−1

0
1

2
3

4

d1 d2 Segmentation with K̂BM

K_TRUE BM mBIC ML

0
50

0
10

00
15

00
20

00
25

00
30

00

K_TRUE BM mBIC ML

0
50

0
10

00
15

00
20

00
25

00

Time

Sig
na

l

1995−01−01 2002−11−08 2008−02−15 2011−03−26

−2
−1

0
1

2
3

4

Left: boxplot of the different quality criteria for all the stations and the true K, the selected one
with BM, mBIC and ML respectively (x-axis).
Right: obtained segmentation for the particular station POTS with K̂true (top) and K̂BM (bottom).
Vertical green lines: true breakpoints; red: estimated mean and breakpoints. The true amplitudes
at each true break are −0.544,−0.004, 0.802, 0.149, 0.690 respectively

5. Conclusions and perspectives
In general, the proposed procedure tends to underestimate the number of breakpoints leading to a
better precision on the breakpoint positioning compared to the true number of breakpoints (smaller
d1, provided that the estimated breakpoints are correctly located). This result was expected
since in this case one may prefer to avoid false detections, as generally observed in segmentation
problems. This is clearly illustrated on the station POTS where the true breakpoint associated to
the amplitude of jump 0.004 is not detected and considering the true number of breakpoints leads
to the detection of two false breaks. This underestimation does not alter the estimation of f .
Concerning the three model selection criteria, mBIC tends to underestimate more the number of
breakpoints (high d2) and ML to overestimate a lot (high d1) and not correctly (high d2) for some
signals. BM seems to be more appropriate.

The form of f used in the model is in agreement with the one of the benchmark. However, on real
data, this is not the case and an improvement of the estimation of f could be needed. Moreover, it
is known that there exists a time-dependency in the real data that we have to take into account in
this model.
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